
1. Introduction
Coupled general circulation models that include atmospheric, land, sea-ice and oceanic components should 
approximately conserve water, that is, evaporation, precipitation, moist transport and associated phase changes, 
occur through the climate system without spurious water gain or loss. In contrast, forced ocean hindcast models 
typically do not contain explicit atmospheric and land model components, and therefore require a means to close 
the global hydrologic cycle.

Forced ocean hindcasts specify precipitation, evaporation and runoff in some way, but this results in 
non-conservation errors due to residual imbalances between large terms. This may in turn lead to unrealistic 
trends in sea level. In addition to aggregate errors of this nature, there are uncertainties in local and regional 
mass-balance estimates, which together with associated errors in surface buoyancy fluxes, may degrade interior 
properties and ventilation rates. Thus, a common approach used in ocean hindcast modeling is to include an 
ad-hoc restorative damping of near surface salinity toward a prior climatology (Behrens et al., 2013; Danabasoglu 
et al., 2014; Griffies et al., 2016). While the need for restoring has diminished as forcing datasets and models have 
improved, it remains a common practice.

Global ocean hindcasts often use a natural boundary condition for freshwater, in conjunction with an evolving 
and explicit free surface formulation (Griffies et al., 2001); precipitation (P) is prescribed and evaporation (E) is 
computed with bulk aerodynamic formula, using boundary layer temperature, relative humidity and wind speeds 
from reanalysis products. Mass continuity over an arbitrary region of the globe can be written as,

∫
𝑉𝑉

𝑄𝑄𝑡𝑡𝑑𝑑𝑉𝑉 = −∫
𝑆𝑆

𝐓𝐓𝑞𝑞 ⋅ �̂�𝑛𝑑𝑑𝑆𝑆 + ∫
𝐴𝐴

(𝐸𝐸 − 𝑃𝑃 )𝑑𝑑𝐴𝐴𝑑 (1)

Abstract Forced global ocean/sea-ice hindcast simulations are subject to persistent surface mass flux 
estimation biases, for example, configurations with an explicit-free surface may not take into account the 
seasonal storage of water on land when constraining sea level. We present a physically motivated surface 
mass flux closure, that results in: reduced watermass drift from initialization; improved Atlantic meridional 
overturning cirulation intensity; and more realistic rates of ocean heat uptake, in simulations using global 
ocean/sea-ice/land (MOM6/SIS2/LM3) model configurations, forced with atmospheric reanalysis data. In 
addition to accounting for the land storage, the area-integrated subpolar-to-polar (40°–90°N/S) surface mass 
fluxes are constrained, using a climatological estimate derived from the the CMIP6 historical ensemble, which 
helps to further improve hindcast performance. Simulations using MERRA-2 and JRA55-do forcing, subject to 
identical hydrologic constraints, exhibit similar reductions in drift.

Plain Language Summary Weather-reanalysis products combine atmospheric numerical models 
and observations in order to provide a historical record of the near-surface atmospheric state. This information 
is used to drive numerical ocean/sea-ice models, and the resulting retrospective simulations can be compared 
to independent ocean observations in order to evaluate model skill. Forced ocean general circulation models 
generally experience large initialization drift away from observations in response to reanalysis forcing. In 
this study, we evaluate the impact of a more realistic representation of the hydrologic cycle, or the flow of 
freshwater through the ocean-atmosphere-land system. We demonstrate considerable model skill enhancement, 
with reduced initialization drift, when using our new approach. This furthers the ability of ocean modelers to 
simulate and understand the physical evolution of the ocean during recent decades.
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where the LHS term is the time-tendency of the integrated atmospheric water concentration, Q [kg m-3], Tq 
[kg m-2 s-1] is the lateral transport of moisture per unit area in the atmosphere and (E − P) [kg m-2 s-1] is the 
net rate of surface evaporation, which are respectively integrated over a control volume, V, in the atmosphere 
bounded laterally by sides, S, with outward facing normal, 𝐴𝐴 𝐴𝐴𝐴 , and at the surface by A. For suitable control volumes 
over sufficiently large time and space scales, net atmospheric moisture storage is small and Equation 1 reduces to,

∫
𝑆𝑆

𝐓𝐓𝑞𝑞 ⋅ �̂�𝑛𝑛𝑛𝑆𝑆 ≈ ∫
𝐴𝐴

(𝐸𝐸 − 𝑃𝑃 )𝑛𝑛𝐴𝐴𝑑 (2)

Integrated globally, both terms become identically zero in this approximation. While atmospheric residence times 
for water range from hours to days, land residence time are seasonal and longer; in the high Arctic for example, 
peak Spring runoff occurs following melting of ice and snow stored on land during Winter. Seasonal land storage 
is often neglected in forced ocean hindcasts. For example, Adcroft et al. (2019) (hereafter, A19) used an alterna-
tive global mass closure to Equation 2, based on an ocean-sided mass conservation implementation,

∫
𝑂𝑂

(𝐸𝐸 − 𝑃𝑃 −𝑅𝑅)𝑑𝑑𝑑𝑑𝑑 = 0, (3)

where combined land runoff and calving (R) at coastlines are specified and the integration occurs over the ocean 
only. Residual imbalances from Equation 3 were used to calculate a global offset for precipitation in order to 
retain global mass conservation (at each air-sea coupling timestep) during the simulation described in A19. While 
Equation 3 is reasonable when averaged over annual and longer timescales, for which land storage changes are 
relatively small, it is not applicable over seasonal timescales, for which land storage is not negligible.

The present study demonstrates, using the MOM6 ocean and SIS2 sea-ice configuration (termed OM4) from 
A19, the sensitivity to more realistic hydrologic closure using Equation 2. Two atmospheric reanalyzes are used 
to evaluate our approach: MERRA-2 (Rienecker et al., 2011) and JRA55-do (Tsujino et al., 2018). In the proposed 
configurations, we incorporate a comprehensive land model - with its associated network of groundwater, lakes 
and rivers. Global mass balance is maintained by diagnosing and adjusting the precipitation over the entire earth's 
surface, rather than solely the ocean, as in previous studies.

Additionally we describe simulations with a constraint on the implied mid-latitude poleward moisture transport 
(PMT). This constraint is a pre-computed climatology, based on a sampling of the subpolar-to-polar surface mass 
balance in the CMIP6 historical ensemble. This requires re-scaling precipitation independently within the north-
ern and southern subpolar-to-polar domains according to the regional moisture transport convergence implied by 
the CMIP6 ensemble-average fluxes.

2. Methods
In this section, we provide descriptions of: the model configuration used in this study (2.1); the reanalysis data 
used to force the hindcast simulations (2.2); the surface fluxes (2.3); observational data used for model evaluation 
and initialization (2.4); and the implied poleward moisture constraint implementation (2.5).

2.1. Model Description and Initialization

The model is comprised of a layered ocean general circulation model, MOM6, and the SIS2 sea-ice model, on a 
common 𝐴𝐴

1

4

◦ nominal grid (Adcroft et al., 2019). A land model, LM4.0 (Zhao et al., 2018), provides continental 
discharge and is discretized on a cubed-sphere grid at approximately 50 km resolution. These model components 
exchange energy and mass at the surface using prescribed atmosphere boundary conditions from the atmospheric 
reanalysis, which are interpolated to the cubed-sphere atmospheric grid, prior to the computation of the exchange 
fluxes (Balaji et al., 2006).

The ocean initial conditions, unless otherwise noted, are taken from the World Ocean Atlas version 2005. Addi-
tional experiments were performed with initial January 1988 ocean conditions from the SODA reanalysis (Carton 
et al., 2005). The simulations presented here were initialized without sea-ice. Additional simulations (not shown) 
were initialized using a sea-ice climatology. This greatly reduced an initial high latitude near-surface salinity 
shock, but otherwise did not significantly impact our results.
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A 300  years land initialization, using a reanalysis-based forcing data set (Sheffield et  al.,  2006), with fixed 
land-use, was used in order to bring deep soil, groundwater and lake reservoirs into approximate balance. This 
was followed by an additional 20 years simulation (1982–2002) using MERRA-2 forcing data. Global RMS land 
storage tendency following the initialization procedure is less than 10 4 m 3 s −1 (0.01 Sv), and results presented 
here are robust to additional iterations of the land model spin-up procedure. It should be noted that glacial mass 
changes, and associated coastal runoff and calving are not accounted for in these simulations.

2.2. Forcing Data

Simulations were conducted using the MERRA-2 and JRA55-do reanalyzes. MERRA-2 data are provided hourly 
and JRA55-do data are at 3 hourly intervals, both on nominal 50 km horizontal grids. Boundary conditions are 
linearly interpolated to the model grid at each coupling timestep. MERRA-2 precipitation, prior to 2016 were 
replaced with an earlier version due to issues related to satellite assimilation (Cullather & Bosilovich, 2011) iden-
tified in MERRA-2 (additional simulations using MERRA-2 precipitation produced similar results).

It should be noted that JRA55-do data were subject to adjustments from the original reanalysis data, consistent 
with previous ocean forcing protocols (Large & Yeager, 2009; Tsujino et al., 2018), whereas no modifications 
were applied to MERRA-2 data used in this study, apart from precipitation adjustments consistent with surface 
mass balance constraints in Equation 2.

2.3. Surface Fluxes

Monin-Obukhov stability theory is used to calculate stress, heat and moisture exchange coefficients, as in fully 
coupled model configurations (Held et al., 2019), and the 10-m data supplied from the reanalyzes are assumed to 
lie within the constant turbulent flux layer. Ocean roughness depends on kinematic viscosity at low wind speeds 
and a Charnock relation for high wind conditions (Charnock, 1955).

Incident shortwave/longwave radiation and precipitation are specified using reanalysis data, and reflected short-
wave radiation at the air-sea interface is parameterized by a zenith-dependent ocean/sea-ice albedo scheme. 
Stefan-Boltzmann law is used for longwave emissions.

Additional simulations were performed using neutral turbulent exchange coefficients (Large & Yeager, 2009), 
without significant impact on the results presented here.

2.4. Observational Datasets

For model evaluation, ocean temperature and salinity observations are taken from the EN4v3.4.2 data set, based 
on quality-controlled gridded ocean data (Good et al., 2013) for the 1982–2018 time period. Ocean observations 
are more scarce prior to the ARGO period, which starts roughly in 2005. For the latter time period, a gridded 
analysis based on ARGO-only temperature and salinity profiles to 2000 m are used for additional model compar-
isons (Roemmich et al., 2009).

An observational array-based timeseries of the Atlantic depth-space overturning circulation is available begin-
ning around 2005 (Frajka-Williams et al., 2021). This is used to evaluate the Atlantic meridional overturning 
circulation (AMOC) strength during the last 14 years of the simulations. The estimated average AMOC intensity 
at 26°N for the 2005–2018 time period is 16.9 ± 0.9 Sv (1 Sv = 10 6 m 3 s −1).

Ocean initial potential temperature and salinity are taken from the World Ocean Atlas, version 2005 (Antonov 
et  al.,  2006; Locarnini et  al.,  2018). An exception is Exp:M*-88, which uses initial values in 1988 from the 
SODAv3.4.2 analysis (Carton et al., 2005). The SODA reanalysis is based on an earlier version of MOM and 
assimilates historical temperature and salinity profiles into the model using a statistical interpolation procedure.

2.5. Implied Poleward Moisture Constraint

For all simulations, unless otherwise noted, the surface mass flux balance is consistent with Equation 2—in other 
words, land storage is accounted for when closing the mass budget, compared to previously reported simulations 
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(e.g., A19, using Equation 3), which do not account for seasonal water stored 
on land. We additionally present results which demonstrate model sensitivity 
to an implied poleward moisture transport constraint.

The mid-latitude PMT has important implications for the deep overturning in 
the ocean through the associated flux of buoyant freshwater into the subpolar 
and polar seas. While the advective fluxes of freshwater in the ocean dwarf the 
surface fluxes, the latter drives the thermohaline circulation and influences 
the salt budget of oceanic volumes (Ferreira et  al.,  2010; Stommel,  1961; 
Wijffels et al., 1992). When forcing ocean models using atmospheric reanaly-
sis products, which may contain persistent regional data-assimilation related 
sources or sinks of moisture with resulting surface mass flux imbalances 
(Cullather & Bosilovich, 2011), steps are needed to compensate for these and 
other model-related errors.

In this study, we propose a mid-latitude PMT constraint which introduces 
two additional forcing parameters for the subpolar-to-polar mass balance in 
each hemisphere (40–90°N/S). We utilize the CMIP6 historical ensemble in 
order to provide an estimate of present-day PMT, by diagnosing the surface 
mass balance poleward of 40° latitude in each hemisphere. The selected lati-
tudes corresponds roughly to the transition from the subtropics, where evap-
oration dominates, to the subpolar environment, where precipitation exceeds 
evaporation.

Monthly average binning of the surface fluxes was performed using data from historical simulation years 
1982–2015. It should be noted that internal variability in CMIP6, for instance related to ENSO, is not in phase with 
the actual record. The ensemble-time averaging suppresses aliasing of internal variability as well as inter-model 
differences. Two caveats inherent in our approach pertain to the: (a) elimination of internal PMT variability, apart 
from a smoothly varying representation of the seasonal cycle; (b) systematic biases in the hydrologic representa-
tion for CMIP6 models, which could impact our results (e.g., Harrison et  al.  (2014)). Northern hemisphere 
CMIP6 PMT values range from 0.77 to 1.1 Sv, with an ensemble mean of 0.91 Sv. Southern transports are larger, 
0.86–1.2 Sv, with an average of 1.1 Sv (see Supporting Information S1 for more details).

For the PMT-constrained simulations, the CMIP6 monthly climatological estimates are applied such that at each 
coupling time-step, when atmospheric thermodynamic fluxes are calculated, the time-interpolated target values 
of the respective transports, 𝐴𝐴 ̄𝑇𝑇 ∗

𝑛𝑛 (𝑡𝑡) and 𝐴𝐴 ̄𝑇𝑇 ∗
𝑠𝑠 (𝑡𝑡) , are applied within the 40°S−40°N domain, such that

𝑇𝑇 ∗
𝑛𝑛 + 𝑇𝑇 ∗

𝑠𝑠 = ∫
40◦𝑁𝑁

40◦𝑆𝑆

(𝐸𝐸 − 𝑃𝑃 ∗) 𝑑𝑑𝑑𝑑𝑑 (4)

P* = αP, is the adjusted precipitation within the central domain. Solving for the integrated adjusted precipitation,            

𝐴𝐴

(

𝑃𝑃 ∗
Σ
= ∫ 40◦𝑁𝑁

40◦𝑆𝑆
𝑃𝑃 ∗𝑑𝑑𝐴𝐴

)

 ,

𝑃𝑃 ∗
Σ
= ∫

40◦𝑁𝑁

40◦𝑆𝑆

𝐸𝐸𝐸𝐸𝐸𝐸 −
(

𝑇𝑇 ∗
𝑛𝑛 + 𝑇𝑇 ∗

𝑠𝑠

)

 (5)

and using the integrated original precipitation data (PΣ), taking the ratio yields a re-scaling factor for the central 
domain,

𝛼𝛼 =
𝑃𝑃 ∗
Σ

𝑃𝑃Σ

, (6)

which is applied to the precipitation at each gridpoint from 40°S to 40°N. These steps are repeated for the 
northern (40–90°N) and southern (40–90°S) regions, using their respective target transport divergence (−𝐴𝐴 𝑇𝑇 ∗

𝑛𝑛  and 
−𝐴𝐴 𝑇𝑇 ∗

𝑠𝑠  , respectively in Equations 4 and 5). This results in a discontinuity across the mid-latitude boundaries in the 
re-scaled precipitation, an example of which is shown in Figure 1 during March and September 2010. Monthly 

Figure 1. March (black) and September (blue) 2010 original MERRA zonal 
mean precipitation (solid, mm/day) and the adjusted version in Exp:M* 
(dashed).
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average precipitation re-scaling with MERRA-2 is generally positive and less than ∼15% in any domain. Discon-
tinuities in the adjusted precipitation are detectable at the mid-latitude boundaries. These discontinuities could be 
partly alleviated by applying a time-filtered approach in Equation 4, which would additionally retain the internal 
variability in the fluxes - by constraining the slowly varying PMT, rather than the instantaneous values - but is 
this is considered beyond the scope of the present study.

3. Results
Tables 1 summarize the experiments presented in this study. A reference case (Exp:M-ref) does not take into 
account land storage when rescaling precipitation, as in A19. In PMT constrained hindcasts Exp:M* and Exp:J*, 
the moisture transports at 40°N/S are constrained to the monthly climatological CMIP6 estimate - the transports 
in Exp:M and Exp:J are a model result, in which global mass conservation is applied using Equation 2, without 
the PMT constraint. Initial condition sensitivity is partly evaluated in Exp:M*-88, which uses monthly average 
January 1988 SODA temperature and salinity, instead of WOA05, to initialize the model in 1988 (instead of 
1982).

Table 2 shows freshwater (FW) forcing metrics: the implied moisture transports at 40°N/S (cols a,d); the Atlantic 
moisture convergence north of 40°N (col b); and from 34°S to 40°N (col c). The Atlantic overturning index along 
26°N is shown (col e), along with ocean heat content tendencies in the upper (0–1500 m) and deep (1500–4500 m) 
ocean between pentads centered on 2007 and 2016, during the ARGO period (col f).

The MERRA-2 simulation using the original land closure (Exp:M-ref) significantly under-estimates northern 
hemisphere PMT and over-estimates southern transport relative to CMIP6, while MERRA-based PMT with 
global land closure (Exp:M) is within the CMIP6 ensemble range in both hemispheres. The difference in 
implied PMT between these experiments accounts for a significantly stronger rate of initial cooling in Exp:M-ref 
(Figure 2, panel a), a relatively strong AMOC intensity (Table 2, col e), and less ocean heat update during the 
analysis period (Table 2, col f).

Name Description

Exp:M-ref MERRA-2 forcing. Global freshwater forcing is balanced using Equation 3 as in A19, which neglects land 
storage

Exp:M MERRA-2 forcing. Global freshwater forcing is balanced using Equation 2, which accounts for land storage.

Exp:M* As in Exp:M, with the CMIP6-based mid-latitude PMT constraint

Exp:M*-88 As in Exp:M*, initialized in 1988 with SODA reanalysis temperature and salinity.

Exp:J JRA55-do forcing. Global freshwater forcing is balanced using Equation 2, which accounts for land storage.

Exp:J* As in Exp:J, with the CMIP6-based mid-latitude PMT constraint.

Table 1 
Experiment Summary

Name (a) 40N+ (Sv) (b) Atl40 N+ (Sv) (c) Atl 34S-40 N (Sv) (d) 40S- (Sv) (e) AMOC (Sv) (f) OHC (W m -2)

M-ref 0.7 0.4 −0.74 1.24 19.5 (0.2) 0.16/0.04

M 0.86 0.47 −0.89 1.1 15.9 (0) 0.64/−0.07

M* 0.87 0.48 −0.87 1.13 15.5 (−0.1) 0.48/−0.04

J 0.81 0.38 −0.78 0.94 22.9 (−0.01) −0.04/0.27

J* 0.86 0.45 −0.88 1.13 22.3 (−0.05) 0.23/0.37

Table 2 
Experiment Metrics (2000–2018): (a) FW Forcing 40–90°N (Sv); (b) Atlantic/Arctic FW Forcing 40–90°N (Sv); (c) 
Atlantic FW Forcing 34°S–40°N (Sv); (d) FW Forcing 40–90°S (Sv); (e) 2005–2018 AMOC Index at 26°N (Sv), and the 
Linear Trend (Sv yr -1); (f) Recent Pentadal Rate of Change of Ocean Heat Content (2014–2018) Minus (2005–2009), for 
the Top 1500 m and 1500–4500 m (W m -2 Over Ocean)
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Figure 2. Global volume average temperature anomalies with respect to year one of the simulation (degC) for experiments forced with MERRA-2: Exp:M-ref (no land 
storage), Exp:M (land storage), and Exp:M* (land storage with poleward moisture transport [PMT] constraint). JRA55-do forced simulations: Exp:J (land storage) and 
Exp:J* (land storage and PMT constraint). An additional simulation is shown here (Exp:M*-z) which is using a geopotential-based (z) vertical coordinate representation 
in MOM6, instead of the hybrid z-potential density coordinate used in the simulations presented in this study.
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While the implied moisture transports in Exp:M are within the CMIP6 ensemble range, the JRA55-do simula-
tion (Exp:J) is near the lower range of CMIP6 in both hemispheres. The JRA55-do forced simulation responded 
similarly to the inclusion of land storage and the PMT constraint, with reduced thermal drift. For the analysis 
period, JRA55-do forced simulations produce reduced rates of upper ocean heat uptake, and stronger deep ocean 
heating, compared to the MERRA-2 simulations, both with and without the PMT constraint. The net freshwater 
input into the Atlantic (34°-40°N) basins are shown in Table 2, columns (b) and (c), respectively - surface mass 
budgets are similar in simulations using the PMT constraint, with both MERRA-2 and JRA55-do forcing. Like-
wise, Exp:M and Exp:M* exhibit consistent Atlantic/Arctic sector mass budgets, but Exp:J has a relatively weak 
Atlantic hydrologic intensity.

The MERRA-2 simulations, with and without the PMT constraint, have similar Atlantic overturning rates while 
Exp:M-ref has a significantly stronger overturning, which is consistent with reduced freshwater input into the 
North Atlantic. Exp:J*, produces a much stronger overturning circulation compared to MERRA-2, despite having 
a similar Atlantic mass budget, as indicated in columns (b, c). This appears to be due to locally stronger winter-
time surface heat exchange in the northwest Atlantic using JRA55-do data (Supporting Information S1).

3.1. Sensitivity of Multi-Decadal Water-Mass Drift

As shown in Figure 2, global volume-average temperature drift from initialization is strongly impacted by the 
hydrologic closure. With the original scheme, the model rapidly cools to depth, whereas experiments using the 
updated closure with land storage and with the PMT constraint, exhibit substantially less initialization drift. 
Rapid initial cooling and stronger AMOC intensity without land storage is associated with an under-estimation of 
the subpolar-to-polar mass fluxes in both hemispheres.

In Figures 3–7, global and regional watermass tendencies for the entire hindcast period are evaluated in selected 
depth ranges. Area-average temperature, salinity and potential density anomalies relative to the 2005–2018 time 
period are shown at the top and bottom interfaces for each depth bin, in addition to the volume-average anomalies 
(solid). Plots are oriented with density increasing downward. In the upper 1500 m, timeseries derived from the 

Figure 3. Annual average anomalies with respect to the 2005–2018 time period in the upper 500 m (top panels) and 500–1500 m (bottom panels). From left to right: 
potential temperature (degC), salinity (psu), and sigma-0 (kg m-3). Exp:M-ref and Exp:M* are indicated by red and blue lines, respectively. The area average at the 
upper (dot-dashed) and lower (dashed) interfaces are shown along with the volume average (solid). Observational estimates from EN4 and ARGO are shown in gray and 
black respectively.
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EN4 and ARGO analyses are shown for comparison. Below 1500 m, sufficient long term global observations do 
not exist.

Figure 3 shows global watermass tendencies from 60°S to 60°N in the upper 1500 m starting from WOA05 
initial conditions for Exp:M-ref and Exp:M*. This evaluates the proposed hydrologic closure, including both 

Figure 4. Global 1500–4500 m anomalies, as in Figure 3 (without observational estimates) for the (top) 1500–2500 m and (bottom) 2500–4500 m depth ranges.

Figure 5. 0–1500 m anomalies, as in Figure 3 in the North Atlantic (0–65N).
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land storage and the PMT constraint, relative to the reference simulation, which neglects land storage. Focusing 
on column 1—both simulations produce nearly identical surface temperature evolution, which is reflective of 
the strong coupling to the reanalysis data at the surface. However, in the subsurface through 500 m, persistent 
cooling occurs during the first two decades in Exp:M-ref, with temperatures at 500 m averaging roughly 0.5 

Figure 6. As in Figure 3 in the 0–1500 m subpolar North Atlantic (60–0W; 45–65N) for Exp:M* and Exp:M-88ic.

Figure 7. Global 0–1500 m anomalies, as in Figure 3 for Exp:M* and Exp:J*.
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degC cooler after 20 years of simulation. This initial cooling is reduced by nearly a factor of four in Exp:M* on 
average in the upper 500 m, due solely to the modified freshwater closure. Below 1500 m, we observe similar 
reductions in global watermass drift (Figure 4), where an initial cooling exceeding 0.2 degC (1500–4500 m) in 
Exp:M-ref is substantially reduced in Exp:M*. Upper ocean salinity is well outside the observational range in 
Exp:M-ref (Figure 3, column 2). This is a ramification of the improper hydrologic closure, and the lack of surface 
salinity restoring in this simulation makes clear the degradation that results. In contrast, upper 500 m salinity in 
Exp:M* is broadly consistent with independent observational estimates, with an increasing trend over the simu-
lation period, and freshening between 500 and 1500 m (Cheng et al., 2020; Durack et al., 2012). Below 1500 m 
(Figure 4, col. 2), both Exp:M* and Exp:M-ref produce similar rates of average salinity change over the course 
of the simulation. The vertical distribution is, however, impacted with Exp:M* having reduced drift near 1500 m 
and at depth. Global potential density drift is substantially reduced with the updated mass closure, both in the 
upper 500 m, where the improvements are dominated by both temperature and salinity, and below 1500 m, where 
drift reductions are dominated by temperature (Figure 4, col. c).

In addition to global drift reduction with the updated land closure, basin-scale model improvements occur as 
well. For example, North Atlantic (0°N–65°N) 0–1500 m tendencies are shown in Figure 5—upper ocean initial 
cooling (panel a) is reduced by more than a factor of two with the proposed closure. In the 500–1500 m depth 
range, Exp:M* is better correlated with observations of moderate warming since the mid-1990s (panel d), while 
in contrast, Exp:M-ref exhibits a dramatic long-term cooling trend, reflective of the trend above, through most 
of the integration period. The cooling trend in Exp:M-ref compensates strong surface intensified freshening in 
this region (panel b). Exp:M-ref exhibits strong upper-ocean freshening and density decrease through the first 
two decades of the simulation, whereas Exp:M* is more consistent with observations. Between 500 and 1500 m, 
Exp:M* is however somewhat less consistent with observations. Southern Ocean hydrologic sensitivity (see 
supplemental figures in Supporting Information S1) demonstrates notable reductions in salinity and potential 
density initialization drift as well. Overall, the new land closure significantly reduces longer term model drift, 
both globally and at basin scales in this model configuration, although considerable regional model biases remain.

An additional experiment (Exp:M*-z), demonstrates the high sensitivity of our model results to ocean numerical 
representation. In this case, Exp:M*-z (Figure 2, panel d) - which is identical to Exp:M*, but uses a fixed 75 
level fixed geopotential coordinate system - substantial warming occurs through the upper kilometer of the global 
ocean, due to the more diffusive nature of this coordinate, relative to the more closely adiabatic hybrid coordinate 
used in the experiments presented in this study and in A19.

3.2. Sensitivity to Initial Conditions

We partially evaluate the sensitivity of our results to ocean initial conditions, using an additional experiment, 
starting in January 1988 and using ocean reanalysis data from SODA (Exp:M*-88), rather than WOA05.

Globally, in comparison to the control simulation (Exp:M*), this hindcast produced similar results approximately 
10–15 years following initialization (see supplemental figure in Supporting Information S1). In the North Atlantic 
(60-0°W; 40–65°N, Figure 6)—initial upper 500 m temperatures are consistent with observations in Exp:M*-88 
(due to the assimilation of profile data in SODA), however the model experiences excess initial warming in the 
upper 1500 m and subsequently diverges from observations toward the control solution. This is accompanied by 
an initial 0–1500 m increasing salinity and potential density drift which mimics initial trends in Exp:M*. These 
limited results suggest that the inability of the model to retain observed watermass characteristics in the SPNA. 
Additional factors, beyond the hydrologic closure presented here, should be considered. Further evaluation of 
model initial drift sensitivity - related to, for example, forcing uncertainty and ocean representation of eddies and 
diabatic processes, is beyond the scope of the present study.

3.3. Sensitivity to Reanalysis Forcing Data

The JRA55-do forced simulations (Exp:J* and Exp:J-ref) had a similar sensitivity to land closure, exhibiting 
broad reductions in drift from initialization using the update mass closure. Despite having identical hydrologic 
constraints, Exp:M* and Exp:J* differ significantly (Figure 7) - for example, Exp:M* exhibits stronger initial 
global cooling between 500 and 1500 m, relative to Exp:J*, which is more consistent with observations. Salinity 
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trends are broadly consistent with observations in Exp:M*, while Exp:J* exhibits opposing salinity tendencies 
in the upper 1500 m.

In the SPNA (Figure 8), both reanalysis simulations produce unrealistic initial freshwater decrease in the upper 
1500 m, with somewhat larger drift in Exp:J*. This is consistent with stronger AMOC intensity in Exp:J* and 
more intense deep convection in this region. Further examination of the air-sea fluxes in SPNA reveal stronger 
wintertime cooling in this region due to colder/drier continental air-masses in JRA55-do, relative to MERRA-2 
(see supplemental figures in Supporting Information S1). An additional simulation was performed using neutral 
turbulent exchange coefficients (Large & Yeager, 2009) instead of stability-dependent coefficients, with negligi-
ble impact on our results.

4. Discussion and Conclusions
We have demonstrated that a global ocean/sea-ice model configuration has as strong sensitivity to a more realistic 
hydrologic closure. Unlike in previous studies, in order to prevent spurious sea level drift in the model we account 
for seasonal land storage while re-scaling precipitation. Accounting for seasonal land storage using a land model, 
with its associated network of groundwater, lakes and rivers, significantly improved the model results. Neglecting 
land storage, for example, yields unrealistic rates of ocean heat uptake during the analysis period, and signifi-
cantly larger drifts from initialization in this particular model configuration. Additionally, the state of AMOC 
shows improved model-observation agreement with the proposed closure, particularly using MERRA-2 data.

In addition to taking into account land storage, we investigated the sensitivity to a constraint on the implied 
mid-latitude atmospheric moisture transport. The underlying importance of the hydrologic cycle to ocean ventila-
tion is clear, but has been largely ignored in previous studies, due perhaps to a lack of confidence in its representa-
tion in models and reanalyzes. For contextual reference, the original Stommel 3-box model of the thermohaline 
circulation (Stommel,  1961) relied on a negative prescribed salinity flux in the polar regions and a positive 
salinity flux in the tropics/sub-tropics. In the same manner, we use the climatological flux of moisture to the polar 
regions (or mid-latitude PMT) as a more physically plausible boundary condition for the model, rather than being 
reliant on surface salinity nudging.

Figure 8. As in Figure 6 in the subpolar north Atlantic for Exp:M* and Exp:J*.
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Based on our analysis, CMIP6 historical simulations are in relatively good agreement with regard to present-day 
mid-latitude PMT, and our hindcast simulations indicate that the CMIP6-based PMT constraint is furthermore 
consistent with a significant reduction in long-term drift in this model configuration. The crude nature of the 
hydrologic closure, which introduces a discontinuity in precipitation at the mid-latitude boundary, needs to 
be refined; however, these sensitivity results suggest the feasibility of this approach. The relative agreement 
within CMIP6 models is perhaps indicative of its utility as a surface mass balance constraint, although there 
are likely systematic biases within the ensemble owing for example, to common physics and resolution. Fluxes 
from the high resolution model inter-comparison project (Haarsma et al., 2016) could be compared to CMIP6, 
for example, Additional sensitivity tests were performed in order to examine the dependence of our results on the 
PMT constraint. For example, increasing PMT by 10% (see supplemental figures in Supporting Information S1) 
showed a moderate impact on the results presented here. This suggests the need for further evaluation of the PMT 
constraints used in this study, based on additional independent model data.

Despite the fact that these hindcasts are not assimilating ocean observations, there is encouraging agreement 
using the proposed hydrology closure. For example, hindcasts Exp:M and Exp:M* have an implied top of atmos-
phere radiative imbalance of 0.4 and 0.3  W  m −2 during the recent decade, respectively, with the associated 
warming occurring above 1500 m (see supplemental figures in Supporting Information S1). A recent estimate for 
the 1955–2017 period is similar, at approximately 0.3 W m −2 (Zanna et al., 2019), however some observational 
estimates for recent decades are higher (Balmaseda et al., 2013).

Initializing the model with a start date of 1988 using SODA reanalysis (instead of WOA05) gives similar results 
during the 2005–2018 analysis period. This suggests that our results are potentially less sensitive to initialization, 
however this requires further evaluation.

Longer term model drift is sensitive to other factors, in addition to hydrologic closure—for example, switching 
to a fixed-geopotential ocean vertical coordinate, which is inherently more diffusive (Ilıcak et al., 2012), causes 
the global temperature initialization drift to change sign from cooling to warming. Sensitivity to model physical 
and numerical representation should be considered in future studies, in conjuction with potential further refine-
ments to hydrologic closure, in order to more fully evaluate the proposed methodology. Further model diagnosis 
of mode, intermediate and deep water masses and transports should addressed in future studies in order to better 
evaluate sources of model drift.

We applied the proposed hydrologic closure to two atmospheric reanalyzes: MERRA-2 and JRA55-do. The 
JRA55-do forced simulations are somewhat degraded relative to MERRA-2, with larger rates of deep ocean heat 
uptake and a stronger AMOC, which is attributed to elevated SPNA wintertime cooling in these simulations. 
Further investigation of these differences is warranted, and additional atmospheric reanalysis products could help 
to better constrain the air-sea fluxes above dense water formation regions.

Our results suggest that modifications to existing protocols (e.g., Griffies et  al.,  2016) should properly take 
into account land storage as well as PMT in order to reduce and potentially eliminate their reliance on artifi-
cial salinity nudging. An additional simulation was performed using the new methodology, and with additional 
salinity nudging toward a pre-computed monthly climatology (as in A19). Results were sensitive to nudging (see 
supplemental figure in Supporting Information S1), but we suggest that its usage of should be discarded in favor 
of more physically based approach. This of course comes at the cost of added model software complexity—with 
the introduction of a land model component, however, recent developments in community-based global coupled 
model infrastructure (e.g., Sandgathe et  al.  (2011)), should facilitate their utilization for this purpose. As an 
alternative to using an explicit land model component, seasonally varying land storage estimates within latitude 
bins could be introduced, in addition to the PMT constraint in order to similarly adjust ocean precipitation in a 
consistent manner.

Data Availability Statement
The run-time configuration of the numerical model results presented in this study, and scripts for generating 
output are archived with an associated https://doi.org/10.5281/zenodo.6342240.
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